
International Journal of Scientific & Engineering Research, Volume 6, Issue 2, February-2015                                                                                                   416 
ISSN 2229-5518 

IJSER © 2015 
http://www.ijser.org  

A new approach using Camshift Algorithm for 
multiple Vehicle   Tracking        

 
Mohammed Mohsin AL- Azzi, Prof. Huang Dong Jun, Thekra Abbas                                                                                                                                                 

 
Abstract— Cameras and video technology have become integral in our day to day lives. Surveillance is one area that has greatly benefited from video 
technologies. This in turn increases the need for automatic video surveillance algorithms that can track objects and raise alarm if needed. Tracking of 
people is one such area. On the other hand, CAMSHIFT is a tracking algorithm that has been widely applied in face tracking in the past. It has however 
not been used in vehicle tracking. This paper therefore presents a modified CAMSHIFT algorithm that can be used in tracking of vehicles in video se-
quence. This will be covered in two ways; detection of moving objects of interest from frame to frame then evaluate the performance of our modified 
CAMSHIFT algorithm on different video sequences. We'll use frame difference to achieve object tracking.  The results reveal that.  
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1 Introduction                                                                     

  bject tracking is one of the most important tasks in 
computer Surveillance In video, assists in understanding 
the  movement patterns of people to detect suspicious 

vehicles or  events ,Object tracking can be divided into series 
of steps, such as object representation, feature selection for 
tracking, object detection background subtraction, and object 
segmentation. The detection of a moving object and tracking 
of different objects in a video or video sequence is a very im-
portant task in the surveillance videos, analysis and monitor-
ing of traffic, tracking and detection of humans and different 
gesture recognitions in human-machine interface [1]. Object 
trackers can be categorized into three different categories such 
as point trackers, kernel trackers and silhouette trackers. Point 
tracking methods can be further sub-categorized into deter-
ministic methods such as [2, 3] and statistical methods [4, 5]. 
Kernel based object tracking Objects could be represented 
with the help of a single point (e.g. centroid) [1] or a set of 
points [2], by primitive geometric shapes (rectangles or ellip-
ses) [3], silhouettes and contours for tracking complex non-
rigid objects[4]. Feature selection also plays an important role 
in object tracking. The most commonly used features are color, 
edges, optical flow and texture [6,7] Various color spaces other 
than RGB are used for tracking purposes such as HSV because 
RGB color space does not correspond to the color differences 
perceived by humans [8,9]. Commonly used edge detectors 
are Canny Edge detector [10] .Background modeling can also 
the basic step in many video analysis applications used to ex-
tract foreground or moving objects from the video frames.  
Change in a scene or foreground objects could be extracted 
from a video sequence by subtracting the background image 
from each frame. In general the background is considered to 

be constant or slowly changing due to luminance changes. In 
practice the background pixels are always changing, for that 
reason we need a model which accounts for gradual changes. 
Several techniques have been proposed in literature for mod-
eling the variation of the background information [11, 12, and 
13]. Modeling of each stationary background color pixel with a 
single 3D (YUV color-space) Gaussian was proposed. A single 
3D (YUV) Gaussian however is not suitable for outdoor scenes 
[14] since in certain location multiple colors can be seen due to 
repetitive motion, shadows or reflectance. Thus the Mixture of 
Gaussians (MoG) for modeling a single pixel color was pro-
posed in [15].  
In this paper, we use MoG method for background modeling. 
Contour detection provided by Intel Open Source Computer 
Vision Library (OpenCV) [16] is used for object detection and 
representation. CAMSHIFT kernel based object tracking is 
used to track the object with color information using Hue Sat-
uration Value color-space, as it has been  considered as a bet-
ter representative of color perceived by human vision [17]. 
Motion contour detection. Further we proceed with mask im-
age formation for extracting exact object which is to be tracked 
[18]. 
 

 
2 Tracking of Moving Object 

2.1 Camshift Algorithm Principle 

Camshift and particle filtering algorithms have become the 
main object tracking algorithms, in which the camshift algo-
rithm is the most widely used tracking algorithm. Camshift 
algorithm is a nonparametric method with dynamic distribu-
tion and gradient estimate by using probability density func-
tion and is used for quick and efficient tracking based on the 
color probability distribution of the object [19].  
It extends the mean shift algorithm to a continuous image se-
quence, making mean shift operation for all frames of the vid-
eo image and taking the results of the previous frame as the 
initial track win down value of the next frame mean shift algo-
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rithm. object tracking, but when the background is complex 
and the objects are increased, Camshift tracking results will 
be greatly affected. Meanwhile, the traditional Camshift 
tracking window size is fixed, tracking window cannot adap-
tively adjust its size according to the size of the target, which 
leads to low tracking accuracy when the object shape and size 
are frequently changed various rates. 

 

2.2  Improvement of Camshift Algorithm 
The traditional Camshift algorithm uses color histogram as 

characterization of the target template for matching and only 
contains the frequency of a certain color value occurred in the 
image and loses the space location information of the pixel, 
when the background color is similar to the object and the 
emergence of occlusion and the background and occlusion 
will generate interference, resulting in the tracking   method 
based on color histogram losing the target; meanwhile, the 
traditional color histogram is a global color histogram, compu-
tation is larger and is not conducive to real-time tracking [20].  
 
Therefore, the improved algorithm will continue the good 
characteristics of the color histogram and use a simplified 
main color histogram and an edge direction histogram which 
has robustness for the situation that the occlusion and back-
ground object color are similar, together to describe the mov-
ing object, thus achieving the accurate and robust moving ob-
ject tracking in complex environments. For the above defi-
ciencies for Camshift algorithm, this paper will improve 
it, and the specific improvement measures are as follows, 
firstly the quadratic difference method based on background 
motion estimation for object  extraction is used, and the track-
ing process integrates the simplified main color histogram and 
the above-concerned edge direction histogram as the target 
characteristics secondly, the obtained center is the initial 
search point, for similarity detection of the target tem plate 
and the candidate target, and we can search the optimal 
matching position and then to get the exact location of the tar-
get object in the current frame.  
 
The specific implementation process of the improved 

Camshift algorithm is shown in Figur.1The improved algo-
rithm introduces the object detection algorithm based on 
background motion parameter estimate, to achieve the effec-
tive tracking of the traditional Camshift algorithm in the dy-
namic context, thus expanding its range of applications. 
Meanwhile, in order to   improve its tracking robustness in 
dynamic Moving Object Tracking in Video Surveillance 
System 
 
 
 
 
 
 
 
 
 
 
        

 
context, the improved algorithm continues the good character-
istics of the color histogram and uses a simplified main color 
histogram and an edge direction his -togram which has ro-
bustness for the situation that the occlusion and background 
object color are similar, together to describe the moving object, 
which greatly improves the anti-jamming capability and ro-
bustness of tracking [21].  
 
3 VEHICLE Tracking in the street  

3.1 Background Estimation and Post Pro-
cessing 

 In this study Vehicle tracking, we first used Mixture of Gauss-
ian (MoG) method to calculate a good background model. The 
Open CV functions are an implementation of the Gaussians 
Mixture Model in [22]. In this implementation, the model as-
sumes that each pixel in the scene is modeled by a mixture of 
K Gaussian distributions where different Gaussians represent 
different colors. The weight parameters of the mixture repre-
sent the time proportions that those colors stay in the scene. 
Thus, the probable background colors are the ones which stay 
longer and are more static. The probability that a certain pixel 
has a value of x N at time N can be written as p(x N) as shown 
in eq.(1).  
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Where j w is the weight parameter of the j th Gaussian compo-
nent. η (  ; ) x is the Normal distribution of the j th compo-
nent. Static single-color objects trend to form tight clusters in 
the color space while moving ones form widen clusters due to 
different reflecting surfaces during the movement. The meas-
ure of this was called the fitness value [23]. The K distributions 
are ordered based on the fitness and the first B distributions 
are used as a model of the background of the scene where B is 
estimated as shown in (2) equation. 
 
 
    
 
 
Minimum fraction of the background model is threshold T. In 
other words, it is the minimum prior prospect that back-
ground is in the view. Background subtraction is performed 
by marking a foreground pixel any pixel and that is more than 
2.5 standard deviations away from any of the B distributions. 
Figure.1 shows the original frame and the background ob-
tained after applying Gaussian mixture model. 
 
 

 
 
 
 
 
 

 
 
 
 

 
 
 

 Next, we need to remove the shadows in the foreground ob-
tained with the previous background subtraction method. In 
[24] the authors assume that we can consider a pixel as shaded 
background or shadow if it has similar chromaticity but lower 
brightness than those of the same pixel in the background im-
age. Thus, with an appropriate threshold T, we can remove 
shadows from the foreground image. Eq. (3) shows the deci-
sion either a certain pixel belongs to shadow or not.   

 

 
 

 
 

 
The shadow removal is applied on our sample video sequence. 
Figure.2 shows a frame from the video before and after shadow 
removal.  

 
 

 Eventually, the morphological filtering is applied using closing 
operation. Unlike the eventually, the morphological filtering is 
applied using closing operation. Unlike the opening which re-
moves small objects, closing removes small holes. Figure.3 shows 
one frame of our sample video sequence before and after the ap-
plication of morphological closing operation. 
 
 

We can see that the closing operation removes small holes in 
the foreground, and also small points from the foreground 
around the vehicle. After the background subtraction, we ap-
ply Vehicle Tracking in detection algorithm, to detect all sepa-
rate Vehicles in the frame. For this, we proceed in two steps: 
As a first step a contour is detected. A contour is represented 
in OpenCV by a sequence of points. First, we use the OpenCV 
function to find contours around all separate foreground re-
gions. In our case, we retrieve only the extreme outer contours 
and the function compresses, vertical, horizontal, and diamet-
rical segments, leaving only their ending points. Then, for 
each found contour, we define the smallest bounding box in 
which all the points of the contour are included, and we calcu-
late its area. If this area is under some threshold, we remove 
this contour from the sequence to keep only contours of a po-
tential vehicle and remove those that cannot be a whole vehi-
cle. 
 After that, we need to define a bounding box around the de-
tected contour. The difficulty is that most of the time, the con-
tour is not perfect, and we may have two distinct contours for 
the same vehicle, for example, one for body and other for the 
head or the arms. These contours are in general very close or 
even overlapping. So, we just define a bounding box around 
the different contours, and detect which bounding boxes are 

(1) 

(2) 

(3) 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 6, Issue 2, February-2015                                                                                                   419 
ISSN 2229-5518 

IJSER © 2015 
http://www.ijser.org  

overlapping or very close and merge them into one single box. 
We perform this operation for each contour, and then create a 
sequence of bounding boxes, corresponding to the different 
main areas in the foreground. The detected contour and 
bounding box in one of the frame of our sample video se-
quence is shown in figure.4.  

 
3.2 Vehicles TRACKING by CAMSHIFT  

Now, we need to track the detected Vehicles, and for this, we 
will use the CAMSHIFT algorithm. The CAMSHIFT algorithm 
can be summarized in the following steps [22]: 
 (1) Set the region of interest (ROI) of the probability distribu-
tion image to the entire image.  
(2) Select an initial location of the Mean Shift search window. 
The selected location is the target distribution to be tracked. 
(3) Calculate a color probability distribution of the region cen-
tered at the Mean Shift search window.  
(4) Iterate Mean Shift algorithm to find the centroid of the 
probability image. Store the 0th moment (distribution area) 
and centroid location. 
(5) For the following frame, center the search window at the 
mean location found in step 4 and set the window size to a 
function of the 0 th moment. Then go to Step 3. The creation of 
the color histogram corresponds to steps 1 to 3. The first step is 
to define the region of interest (ROI) which is the bounding box 
corresponding to the detected vehicle that we want to track. 
Then, we need to calculate the color histogram corresponding to 
this vehicle.  
For that we use the HSV color space, and calculate a one dimen-
sional histogram corresponding to the first component: hue. We 
also define a mask for the histogram calculation, which is the 
foreground image, to calculate the histogram only for the vehi-
cle, and not for the background inside the bounding box. But 
the results obtained with this method were not satisfying, be-
cause in the case where the background has almost the same 
color as the vehicle, it is not possible to detect the difference 
between the two in the back-projection image. That is why we 
decided in a second time to use a three dimensional histogram, 
using the three components of the HSV color space: hue, satura-
tion, value. With this method, we were able to find the location 
of the vehicle in the whole frame, even with a similar back-
ground. In all cases the histogram bins values are scaled to be  
within the discrete pixel range of the 2D probability distribution 
image using eq.(4). 

 

 

 
at is, the histogram bin values are rescaled to the range [0, 
255], where pixels with the highest probability of being in the 
sample histogram will map as visible intensities in the 2D his-
togram back- projection image. Now we have a histogram of 
the moving Vehicle, we need to find this vehicle in all the 
frames (steps 4 to 5). For that end, we calculate the back-
projection of the histogram in the subsequent frame. For each 
pixel of all input images we put, in the back-projection image, 
the value of the histogram bin corresponding to the pixel. In 

terms of statistics, the value of each output image pixel is the 
probability of the observed pixel that it is a pixel of the tracked 
object, given the distribution (histogram). Eventually, using 
the previous location of the vehicle, we detect the new posi-
tion of the moving vehicle and use it as starting search win-
dow for the next frame. The search window center could be 
computed from:   

 

 

 

Where in eq.(5) is the  moment, in eq.(6) and in 
eq.(7) are the first moments, these moments could be used to 
compute the next center position of the tracking window x c 
and y c  as shown in eq.(8). Then, back to step 3, we calculate 
the new histogram of the Vehicle to update the previous one, 
using a slow update, to keep the difference between different 
vehicles if they are overlapping. The vehicle tracked and their 
corresponding tracking windows using CAMSHIFT algorithm 
are shown in figure.5. But when Vehicles are crossing, it 
happens that both of the tracking windows follow the vehicle 
in the foreground, for example if the two vehicles have similar 
colors. 
 
 
4. VEHICLES tracking using CAMSHIFT  

In order to solve this problem, we decided to add more infor-
mation to the back-projection image, and we decided to use the 
motion coherence .When two Vehicles are going in two oppo-
site directions, the motion will allow us to follow the right vehi-
cle. 
 
4.1. Experimental Results 

4.1.1 Single vehicle tracking 

In this study the background subtraction we apply  Single vehi-
cle detection algorithm,  all separate vehicles in the frame find 
contours around all separate foreground regions , for each  , 
found contour we define the smallest bounding circle in which 
all the points of the contour are included and   we calculate its 
area, function to find contours around all separate foreground 
regions  If this area is under some threshold, and then create a 
sequence of bounding circles The detected contour and bound-
ing circle in one of the frame of the effectiveness video sequence 
is shown in figure.4 
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4.1.2 Multi vehicle tracking 

In this paper we proposed the effectiveness video is used to the 
CAMSHIFT algorithm with motion information track the multi 
vehicle, before and after the occlusion which means color in-
formation is enough to track the vehicle in occlusion for effec-
tiveness in figure (5). It has the same color the camshift algo-
rithm it  
   

 

 
 
 
 
 
 
 
has ability to distinguish the vehicles color similar or various 
.Same video is used to test our proposed tracking algorithm 
using both color histogram and motion information; the video 
frames before and after occlusion are shown in figure.  
We can see here effectiveness of multi vehicles crossing in the 
opposite directions; the motion in this case allows us to track 
multi vehicle after the occlusion. The tracking windows have 
the same tracking numbers as before and after the occlusion 
that shows the algorithm can track the vehicles even after  oc-
clusion before and after the occlusion that shows the algorithm 

can track the vehicle even after  occlusion. 
 

5. CONCLUSIONS AND FUTURE WORK 

From the present study we can conclude that camshift algorithm 
can effectively detect the multi vehicles. Hence in future we can 
extend our work by combining camshift and optical flow algo-
rithm to differentiate between cars and humans the reason be-
hind it when a car come close to an human or in case of any acci-
dent we cannot recognize weather it is an human or car because if 
car comes close its contour becomes bigger and human body will 
be victim of occlusion by using some useful algorithms as dis-
cussed above we can resolve the problems in video surveillance. 
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